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Abstract—Perfect hashing is a special hashing function that
maps each item to a unique location without collision, which
enables the creation of a KV store with small and constant
lookup time. Recent dynamic perfect hashing attains high load
factor by increasing associativity, which impacts bandwidth and
throughput. This paper proposes a novel dynamic perfect hashing
index without sacrificing associativity, and uses it to devise
an RDMA-based remote memory KV store called CuckooDuo.
CuckooDuo simultaneously achieves high load factor, fast speed,
minimal bandwidth, and efficient expansion without item move-
ment. We theoretically analyze the properties of CuckooDuo, and
implement it in an RDMA-network based testbed. The results
show CuckooDuo achieves 1.9∼17.6× smaller insertion latency
and 9.0∼18.5× smaller insertion bandwidth than prior works.

Index Terms—Perfect Hashing; KV Store; RDMA

I. INTRODUCTION

Perfect hashing is a special hashing index function that maps
each item to a unique location without collision [1], [2], which
enables the creation of a KV store with small and constant
lookup time [3], [4]. Typical hashing based key-value (KV)
stores consist of two parts: 1) A small hashing index storing
the mapping relationship between keys and slots, which is
typically kept in fast memory mediums like SRAM or caches
in local devices. 2) A large KV table with many slots storing
KV pairs, which is typically kept in slow memory mediums
like DDR or remote memory server.

Standard Dynamic Perfect Hashing (DPH) [1] supports
dynamic update at the cost of a low load factor (<15%).
Recent DPH variants [3], [5], [6] improve the load factor to
>90% by organizing the KV-slots into buckets. They map
each item to one bucket (with d slots) and ensure each
bucket is mapped by no more than d items. These solutions
improve the associativity (defined in § II-A) of standard perfect
hashing from 1 to d, and thus impact lookup bandwidth and
throughput. We aim at devising a dynamic perfect hashing
without sacrificing associativity, and using it to improve the
performance of remote memory KV store.

This paper proposes CuckooDuo, an extensive RDMA-
based remote memory KV store with a dynamic perfect hash-
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ing index. CuckooDuo has the following advantages: 1) High
load factor (>97%); 2) Fast speed (1.9∼17.6× smaller insert
latency than prior works); 3) Small bandwidth (9.0∼18.5×
smaller insert bandwidth than prior works); 4) Efficient expan-
sion without item movement (2× faster than prior solutions).
The key design of CuckooDuo is the synergistic use of two
interlinked cuckoo hash tables [7]. In slow memory (remote),
we deploy a cuckoo hash table, called CuckooVault, to store
KV pairs. In fast memory (local), we deploy another cuckoo
hash table of identical size, called CuckooIndex, to store the
fingerprints (hash values) of the inserted keys. Each fingerprint
in CuckooIndex corresponds one-to-one with a KV pair in
CuckooVault. To lookup a key, we check its candidate buckets
in CuckooIndex. If its fingerprint is found, we further retrieve
the KV pair from the corresponding slot in CuckooVault.
CuckooDuo addresses the following key challenges.
• Challenge 1: How to build an index with small and arbi-

trary sizes? It is challenging to design an index that is small
enough to fit into various fast memory. We propose a
Dual-Fingerprint design to significantly reduce fingerprint
collision, thereby reducing fingerprint length, improving load
factor, and saving space. The key idea is to change another
fingerprint hashing function for the items with fingerprint
collisions, and thus grant the colliding item a second chance
to be re-inserted. Additionally, the size of a cuckoo hash table
storing fingerprints (CuckooFilter [8]) can only be a power of
two, resulting in space inflation. We also propose techniques
to break this size limitation.
• Challenge 2: How to minimize insertion latency? The

kick-out process of traditional cuckoo hash requires multiple
sequential reads/writes to remote memory. With our one-
to-one design, we can directly find empty slot or kick-out
path by only checking local index. In this way, each insertion
can be completed in one round-trip-time (RTT) by directly
writing the incoming item to an empty slot, or worst-case two
RTTs by reading all items on the kick-out path and writing
them along with the incoming item into their new locations.
• Challenge 3: How to scale up table size? Unlike exist-

ing works expanding tables by moving items [9], [6], [3],
CuckooDuo expands its size by copying local index and
remote KV table. Afterwards, with the one-to-one relation-
ship between CuckooIndex and CuckooVault, we can delete
redundant items by only modifying local CuckooIndex, and



thus reduce one RTT to write remote memory, achieving 2×
smaller expansion time than RACE [9] and MapEmbed [3].
CuckooDuo also offers a 6.67× faster lazy-mode expansion,
and is compatible with extendible expansion [10].

In summary, this paper makes the following contributions.
• We propose CuckooDuo, a dynamic perfect hashing based

KV-store with high load factor, fast speed, minimal commu-
nication overhead, and efficient expansion.

• We theoretically analyze the properties of CuckooDuo, and
validate the theoretical results with experiments.

• We conduct experiments showing CuckooDuo outperforms
state-of-the-art (SOTA) remote memory KV-stores on both
time- and space- efficiency. All codes are open-sourced [11].
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Fig. 1: Illustration of different hashing indexes.

II. BACKGROUND AND RELATED WORK

A. Hashing Index and Perfect Hashing Index

Consider a set of items S. A hashing index f is a data struc-
ture (or function) that maps items in S to specific location(s)
in a table (called hash table). For an item e ∈ S, f(e) can be
a set of w candidate locations, meaning that e can be stored in
any one of these w locations. We define w as the associativity
of a hashing index. For example, as shown in Figure 1(a), the
hashing index of standard CuckooHashing [7] (described in
§ II-C) returns w = 2 locations for each item, and thus has an
associativity of two. For a hashing index with an associativity
of w, an item can be stored in any of the w candidate locations,
and thus lookup operation needs to access w items in the hash
table. The term “associativity” here has the same meaning as
in set-associative cache in computer architecture. In a w-way
set-associative cache, associativity w refers to the number of
cache lines within each set, meaning that an item can be stored
in any of the w locations (cache lines) within the cache.

A perfect hashing index is a specialized form of hashing
index (or function) that maps each item in S to a unique
location without collision with other items, which is illustrated
in Figure 1(b). A standard perfect hashing index has the asso-
ciativity of exact one. With perfect hashing index, the lookup
operation just need to access one item in hash table. This
property ensures constant lookup time and minimal bandwidth
overhead when the hash table is deployed on remote memory.
Note that perfect hashing index cannot identify non-existent

items. For e′ /∈ S, perfect hashing index returns an arbitrary
location in the hash table. Therefore, negative lookups still
need to access one item in the hash table.

There are two kinds of perfect hashing indexes. 1) Static
Perfect Hashing [12], [2], [13] that constructs perfect hashing

index for static set. 2) Dynamic Perfect Hashing (DPH) [1]
that supports dynamic update. Standard DPH first hashes
keys into multiple subtables and then finds a perfect hashing
function for each subtable. When hash collision happens in
a subtable, DPH reconstructs this subtable by finding another
perfect hashing function. To ensure small reconstruction time,
DPH requires the total load factor of the hash table to be low
(<15%). Load factor of a hash table is defined as the number
of inserted items divided by the total number of slots. Note
that the load factor here is a property of the hash table storing
items, rather than the property of the hashing index computing
item locations. It has been proven that the minimal space
usage of a perfect hashing index is log2(e)× α ≈ 1.44α bits
per item [14], where α is the load factor of the hash table.

To improve load factor, recent DPH variants [3], [5], [15],
[16] organize the slots in hash table into buckets, where each
bucket has d slots. As shown in Figure 1(c), given an item
e, their indexes return the location of a bucket, and e can be
stored in any one of the d slots in the bucket. Therefore, the
associativity of these schemes is d, and their lookup operations
need to access the d items in a bucket. Fortunately, the d items
are located in a contiguous memory block, accessing them
can be done with a single memory access, thus still achieving
constant lookup time. However, their bandwidth overhead is
d times larger than that of standard perfect hashing. Strictly
speaking, these approaches are not perfect hashing indexes.
This also explains why MapEmbed [3] (described later in
§ II-B) can achieve a smaller index size (as small as 0.5 bits
per item) than the theoretical minimum space (1.44 bits per
item) of perfect hashing index. We aim at devising a standard
perfect hashing index with the associativity of exact one. In
addition, we hope the index can identify and filter non-existent
items so as to accelerate insertion and negative lookup.
B. KV Stores in Fast-Slow Memory Architecture

This paper focuses on the KV stores in tired memory. In
such scenario, the large table storing KV pairs is kept in slow
memory. In fast memory, KV stores can build cache [17], [18],
index [19], [20], [21], [22], filter [23], or their combinations
[24], [25], [26] to accelerate accessing the slow memory.

We highlight three types of fast-slow memory architectures.
1) Client-Server: Besides popular server-based KV stores
like Redis [27] and Memcached [18], recent KV stores in
disaggregated memory [9], [28], [29] with a local compute
pool and a remote memory pool (without computation power)
also fall in this category. Designed for disaggregated memory,
RACE [9] builds an RDMA-friendly hash table in remote
memory achieving high load factor and fast lookups. 2) SRAM-
DRAM: This architecture is used by many works in networking
community to achieve network function virtualization [30],
[17], [31]. TEA [17] designs a variant of cuckoo hash table
and uses it to store KVs (flow-level information) in external
DRAM. It also uses a small cache in on-chip SRAM to store
recent flows. 3) DRAM-NVMM (non-volatile main memory):
A line of recent works uses indexes (storing key fingerprints
and location IDs) in DRAM to accelerate accessing the KVs
stored in NVMM [19], [20], [21], [32], [33]. However, their



TABLE I: High-level comparison between CuckooDuo and prior works (under the default setting in § V, where the bucket size of all methods is d = 8). The
best result(s) in each column is highlighted with yellow background. “BPI” refers to “bits per item”, “Filter” refers to the functionality of identifying and
filtering non-existent keys, “Expansion time” refers to the time of expanding a 30M KV table by 2× in active-mode (Figure 12).

Methods Index Properties Table Properties Lookup Properties Insert Properties Update Properties Delete Properties

BPI Filter Load
factor

Expansion
time (µs)

# accessed items
(associativity) #RTTs Latency

(µs)
# accessed

items #RTTs Latency
(µs)

# accessed
items #RTTs Latency

(µs)
# accessed

items #RTTs Latency
(µs)

CuckooDuo 13∼16 ✓ 99% 4.0 1 1 3.2 1∼6.7 1∼2.0 3.5∼6.9 2 2 6.2 1 1 3.2
MapEmbed 0.5∼4 × 91% 8.1 8 1 3.3 9∼124 2∼3.4 6.7∼30.1 9 2 6.5 9 2 6.5

RACE 0 × 94% 7.9 32 1 4.2 33 2 7.8 33 2 7.1 33 2 7.1
TEA 0 × 70% N/A 16 1 3.4 17 2∼12.7 6.7∼42.9 17 2 6.4 17 2 6.3

large indexes can cause high DRAM consumption, which is
infeasible for production environment [34]. MapEmbed [3]
proposes a small perfect hashing index theoretically fitting this
scenario. EEPH [5] proposes another small index very similar
to MapEmbed, and practically deploy it in a DRAM-NVMM
architecture. The experiments in this paper are conducted
in client-server architecture with RDMA networks. As a
general KV store framework, our CuckooDuo can also be
deployed in other fast-slow memory architectures. We assume
remote server has no computation power as in disaggregated
memory [29], [9]. Consider the scenario where remote server
has computation power. The excellent work Catfish [35],
[36] proposes to adaptively offload computation spent on
accessing/modifying remote data structures to local server and
RDMA-communication, thereby elegantly balancing the load
between remote CPU and network communication. Inspired
by Catfish, we could also batch some requests and send them
to remote CPU for processing, so as to reduce network load
and alleviate local CPU pressure. Recent RR-Compound [37]
proposes an excellent RDMA-fused gRPC framework, which
can also be applied in our setting for further speedup.

TABLE I provides a high-level comparison of CuckooDuo
with the three typical prior works above. Although the index
of CuckooDuo is larger than others, it provides the ability to
identify non-existent keys, which helps improving the speed of
insertion and negative lookup (§ III-B). Thanks to the perfect
hashing index, CuckooDuo minimizes access bandwidth (#
accessed items) and RTT to remote memory, and thus achieves
the smallest latency. In addition, CuckooDuo also achieves the
highest load factor and the smallest expansion time. We will
present the detailed results and analyses in § V.

C. Preliminary of CuckooHashing and CuckooFilter

CuckooHashing [7] is an efficient hashing table, which
consists of 2 tables B1 and B2. Any item e can be stored
in one of its two candidate buckets B1[h1(e)] or B2[h2(e)]
determined by two hash functions h1(·) and h2(·). To insert
an item, we first check whether it can be directly inserted
into one candidate bucket. If both candidate buckets are full,
CuckooHashing randomly kicks away an item in one candidate
bucket to make room, and the victim item is reinserted into its
another candidate bucket. This procedure repeats until every
item finds a bucket to settle down, or the maximum kick-out
limit L is reached. The load factor of CuckooHashing can be
improved by increasing the number of candidate buckets and
the number of slots in each bucket [38], [39]. Many subsequent
works have emerged to optimize the speed of CuckooHash-
ing [40], [41], [42], [43], [44], [45], [46]. There are many
works using CuckooHashing to build KV tables [47], [48],

[49], index [50], [40], or database systems [51], [52]. Mega-
KV [50], [53] elegantly implements a CuckooHashing table
(storing fingerprints and location IDs) on GPU, and uses it as
an index to accelerate KV stores. This work is complementary
to CuckooDuo. On the one hand, as CuckooIndex is essentially
a CuckooHashing table, it can also be implemented on GPU
following the design of Mega-KV to improve speed. On the
other hand, some designs of CuckooDuo could help reducing
the index size of Mega-KV. By using our one-to-one mapping
design, Mega-KV could avoid explicitly storing location IDs.
Mega-KV could also use our Dual-FP optimization to reduce
the length of the stored fingerprints (from 32-bit to <16-bit).
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Fig. 2: Example of CuckooFilter and comparison of its space
cost per item with our CuckooIndex.

CuckooFilter (CF) [8] is another excellent variant of Cuck-
ooHashing. It replaces the items in CuckooHashing with
fingerprints (hash values) to perform membership query. As
shown in Figure 2(a), a CF consists of 2 tables B1 and B2.
Each table has m buckets, each of which stores d fingerprints.
For an incoming item e, CF calculates hash functions to get its
fingerprint f = FP (e) and first candidate bucket index h1(e).
Then it uses the exclusive-OR (XOR) operation to compute the
second candidate bucket index h2(e) = hash(f)⊕h1(e). Dur-
ing the insertion process, if an existing item (with fingerprint
f ′ and current bucket index i) needs to be kicked away, CF
computes its alternate bucket index j by j = hash(f ′) ⊕ i.
Figure 2 shows an insertion example of CF. For incoming
item e, CF calculates hash functions to acquire its fingerprint
f = FP (e) = 1 and first candidate bucket index h1(e) = 0.
Then CF calculates its second candidate bucket index by
h2(e) = hash(f)⊕h1(e) = 1⊕0 = 1 (we assume hash(f) =
f for simplicity). Since both candidate buckets are full, CF
randomly kicks away a residing fingerprint f ′ = 3 in B1[0] to
make room for f . For fingerprint f ′, CF calculates its alternate
candidate bucket index by j = hash(f ′)⊕ i = 3⊕ 0 = 3, and
reinserts it into B2[3].

Compared to standard BloomFilter [54], CF not only sup-
ports deletions but also has better time- and space- efficiency
[8]. However, CF suffers a critical issue of space inflation,
which varies with the input scale. This is because that CF uses
XOR operation to compute alternate location, which requires



the number of buckets m in each table to be a power of two.
Otherwise, the XOR operation would result in an index landing
on a memory address outside of the allocated boundaries.
Consider a CF with d = 1. In the worst case, when the number
of input items is 216+1, CF still needs to set m=216, resulting
in a total of 2×m = 217 buckets, with 50% buckets being
wasted. Figure 2(b) further displays the minimum space cost
per item of CF (and our CuckooIndex) to achieve ϵ = 10−3

false positive error rates under different input scales. We
can see that CF has up to 2× space inflation. By contrast,
our CuckooIndex achieves constant and lower space cost
because it has no size constraint. There are many variants of
CuckooFilter. Adaptive CuckooFilter [55] optimizes the false
positive error. VacuumFilter [56] breaks size limitation but
cannot combine with the KV table. InfiniFilter [57] proposes
a method to expand filter size by any power of two.

TABLE II: Symbols frequently used in this paper.
Symbols Meaning

m Number of buckets in each bucket array of CuckooDuo
d Number of slots in each bucket of CuckooDuo
s Size of the stash of CuckooDuo
f Length of the fingerprint (in bit)
L Predefined maximum length of kick-out path
Bi The ith bucket array of CuckooVault (i = 1 or 2)
Ii The ith bucket array of CuckooIndex (i = 1 or 2)

hi(·) Hash function mapping key into bucket
FP (·) Hash function calculating the fingerprint of key
FPj(·) Fingerprint hashing function in Dual-Fingerprint optimization

dj Number of slots per bucket in I1 using FPj(·)

III. THE CUCKOODUO ALGORITHM

A. Data Structure
CuckooDuo consists of two interlinked cuckoo hash tables

(Figure 3): 1) A large KV table called CuckooVault storing
KV pairs (items). This table is deployed on slow remote
memory. It has two bucket arrays (B1 and B2) with m
buckets. Each bucket has d slots storing KV pairs. 2) A
small perfect hashing index called CuckooIndex storing
fingerprints (calculated with a hash function FP (·)) of inserted
keys. This table is deployed on fast local memory. It has two
bucket arrays I1 and I2 with the same size of B1 and B2.
Each fingerprint in CuckooIndex has a one-to-one correspon-
dence with a KV pair in CuckooVault. Each key is mapped
into two candidate buckets in CuckooIndex/CuckooVault with
two functions h1(·) and h2(·). To break the size constraint
of CuckooFilter [8], we use modular addition/subtraction to
replace XOR. For a key, the indexes of its two candidate
buckets are h1(key)=H(key)%m and h2(key)=(h1(key)
+hash(FP (key)))%m, where H(key) is a hash value. We
have h1(key)=(h2(key)−hash(FP (key)))%m. We deploy
CuckooIndex/CuckooVault on local/remote server, where lo-
cal server accesses remote memory with one-sided RDMA
READ/WRITE requests.

B. Basic Operations and Discussions
We temporarily assume that there are no fingerprint colli-

sions. We will discuss how to handle fingerprint collisions and
propose an optimization to reduce collisions in § III-C.
Insertion (pseudocode in supplementary materials [58]):
Consider inserting item e=⟨key, value⟩. We assume key does
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Fig. 3: Insertion examples (m = 3, d = 2, L = 1).
not exist in CuckooVault. In practice, we should first judge
whether key has been inserted (if so, we update its value),
which will be discussed later. The key idea is to use BFS
to find the shortest kick-out path in local CuckooIndex, and
then either directly WRITE e into an empty slot (1 RTT), or
simultaneously READ all items on the kick-out path and then
WRITE them along with e to their new locations (2 RTT).

We first calculate h1(key) = H(key)%m and h2(key) =
(h1(key) + hash(FP (key)))%m to locate candidate buck-
ets I1[h1(key)] and I2[h2(key)] in CuckooIndex. We check
whether there is an empty slot in I1[h1(key)] or I2[h2(key)].
If so, we insert the item into this slot by writing FP (key)
into the slot in CuckooIndex, WRITE e into the corresponding
slot in CuckooVault, and return insertion success.

If both candidate buckets are full, we start the Breadth-
First-Search (BFS) process to find the shortest kick-out path.
We initialize an empty queue Q and push all fingerprints in
I1[h1(key)] and I2[h2(key)] into it. Then we repeatedly pop
fingerprints from the front of Q until the kick-out path length
reaches predefined threshold L. For each popped fingerprint f ,
we check whether it can be inserted into its alternate candidate
bucket. Specifically, we first calculate the index of its alternate
candidate bucket. For example, if f is stored in the first
bucket array, we calculate h2(f) = (h1(f) + hash(f))%m,
where h1(f) is the index of the current bucket of f . Then we
check the alternate candidate bucket I2[h2(f)]. 1) If I2[h2(f)]
has an empty slot, our BFS has found one of the shortest
kick-out path. Then we perform the insertion operation on
CuckooVault by first reading all items on the kick-out path
(with one batch of READ requests), and then writing these
items (including e) into their destination slots (with another
batch of WRITE requests). We finally update the fingerprints
in CuckooIndex to ensure its one-to-one mapping relationship
with CuckooVault, and return insertion success. 2) If I2[h2(f)]
is also full, we continue BFS. Specifically, we push each
fingerprint f ′ in I2[h2(f)] and its corresponding kick-out path
(if path length is smaller than the predefined maximum kick-
out length L) into the tail of Q. This procedure repeats until
Q is empty, when we return insertion failure.
Examples (Figure 3): We assume hash(FP ) = FP . We pro-
vide example of insert failure in supplementary materials [58].

1) As shown in Figure 3(a), to insert e1 = ⟨key1, value1⟩,
we first locate its two candidate buckets. As there is an empty
slot in I1[h1(key1)], we directly insert the item into this slot
by writing FP (key1) into one slot in CuckooIndex and writing



e1 into the corresponding slot in CuckooVault.
2) As shown in Figure 3(b), both candidate buckets of e2 are

full, so we start BFS by enqueuing all fingerprints in candidate
buckets. Then we dequeue the fingerprints one by one. For
the first dequeued fingerprint FP (key3)=0011, we calculate
h2(key3)=(h1(key3)+hash(FP (key3)))%m=(1+3)%3=1.
As the alternate bucket I2[1] is also full, we continue to de-
queue FP (key1)=0001 and calculate h2(key1)=(h1(key1)+
hash(FP (key1)))%m= (1+1)%3=2. As I2[2] is not full,
we have found the shortest kick-out path. We READ e1=
⟨key1,value1⟩ from CuckooVault, WRITE e1 and e2 into
their new locations, and finally update the fingerprints.
Lookup: To lookup a key, we check its two candidate
buckets I1[h1(key)] and I2[h2(key)]. If FP (key) exists in
I1[h1(key)] or I2[h2(key)], we send a RDMA READ request
to read the corresponding KV pair ⟨key′, value′⟩ from Cuck-
ooVault. If key matches key′, we return value′ as the lookup
result. Otherwise, if FP (key) is not found in the candidate
buckets or key ̸= key′, we return a lookup failure.
Deletion: To delete a key, we first lookup it as described
above. If the key exists in CuckooVault, we delete its finger-
print from CuckooIndex. Notice that we do not need to delete
its KV pair from CuckooVault, because once the fingerprint
of a key is removed from CuckooIndex, its KV pair in
CuckooVault will eventually be overwritten by other item.
Update: To update the value of a key, we first lookup it as
described above. If the key exists in CuckooVault, we send a
RDMA WRITE request to update its value in CuckooVault.
CuckooIndex as a perfect hashing index: Under current de-
sign, when looking up a key, CuckooIndex returns the location
of a unique slot in CuckooVault without collision. Therefore,
CuckooIndex satisfies the requirement of a perfect hashing
index described in § II-A. Note that the internal structure of
CuckooIndex (now using a double hashing approach) does not
affect its overall status as a perfect hashing index. We can
view the entire data structure of CuckooIndex as a function.
This function qualifies as a perfect hashing index as long as it
returns a unique location in the hash table (CuckooVault) for
each inserted key. Actually, the simplest perfect hashing index
could use a large hash table to store each key and its location
ID, which suffers large space overhead.
Working with a stash: Following previous works [49], [59],
[60], [61], [62], [63], we build a small stash in fast memory to
store the items (KV pairs) with insertion failures as shown in
Figure 1(b). This stash can be regarded a part of CuckooIndex.
When lookup a key, we first lookup it in the stash. If key is in
stash, we directly return its value, and otherwise, we lookup
its fingerprint in the candidate buckets. After using stash, for
each key, CuckooIndex still returns the location of a unique
slot in CuckooVault (key will be filtered out if it is in stash),
thus it still meets the requirement of perfect hashing index
(§ II-A). Indeed, a large stash would impact both the space
and speed of CuckooIndex. Fortunately, our results show that
a small stash with the size of 8∼32 is sufficient to improve
load factor (Figure 7(j)), and such a small stash does not affect
lookup speed (Figure 7(k)).

Multi-threading acceleration: We can use multi-threading to
accelerate CuckooDuo’s operations, which requires maintain-
ing consistency under concurrent access to remote memory.
Many existing concurrency control approaches, such as lock-
free or optimistic concurrency, incur retries upon access con-
tention, leading to extra RTTs [9], [64], [16]. For example,
RACE [9] ensures consistency by re-reading candidate buck-
ets. With the one-to-one mapping design, CuckooDuo can
perform concurrency control entirely in local CuckooIndex,
ensuring RDMA requests do not conflict with each other.
The key idea is to add Read/Write locks to the slots being
read or modified in CuckooIndex. We describe the detailed
design in supplementary materials [58]. With our lightweight
concurrency control approach, CuckooDuo achieves higher
throughput than prior works (Figure 10(g)-10(j)).
Latency analysis: 1) Lookup: As CuckooIndex is a perfect
hashing index, each lookup only reads one slot in remote
memory, thus achieving a latency of one RTT. Note that the
operations in local CuckooIndex (including double hashing
calculation, checking candidate buckets, checking stash, etc.)
can perform very fast, which accounts for only 3.8% total
lookup latency (Figure 7(f)). 2) Insertion: Under current one-
to-one mapping design, local CuckooIndex is aware of the
status of each slot in remote CuckooVault (including empty
slots). By checking the local CuckooIndex, we can directly
locate an empty slot in the candidate buckets, or find the kick-
out path using BFS. Therefore, under low load factor (<70%),
each insertion can be accomplished by directly WRITE the
incoming item into an empty slot, taking only one RTT. In the
worst case, each insertion first reads all items in kick-out path
(with one batch of RDMA READ requests), and then writes
these items and the incoming item into their new locations
(with one batch of RDMA WRITE requests), taking two RTTs.

We neglect the time taken by local BFS. Indeed, when
using large maximum kick-out path length L, BFS can be
time-consuming and become latency bottleneck. However, our
results show that a small kick-out path length L is sufficient
for CuckooDuo to achieve high load factor (Figure 7(d)), and
under such small L, the time spent on local device accounts for
only 5%∼10% total latency (Figure 7(e)). On the other hand,
BFS ensures to find the shortest kick-out path, minimizing
data movement and communication overhead. 3) Deletion:
Thanks to the one-to-one mapping design, deletion operation
only deletes fingerprint in local CuckooIndex without deleting
the actual item in remote memory, thus achieving one RTT
latency. 4) Update: Update operation takes two RTTs. How-
ever, when the fingerprint is sufficiently long such that the
false positive error can be ignored, upon finding a matched
fingerprint in CuckooIndex, we can directly update its value
in CuckooVault, thus reducing update latency to one RTT.
Identify non-existent keys: As discussed in § II-A, existing
perfect hashing indexes [3], [1] cannot identify non-existent
keys, and they return a random location for each non-existent
key. By contrast, CuckooIndex offers the functionality of
identifying and filtering out non-existent keys. For each non-
existent key, if its fingerprint FP (key) does not collide with



the fingerprints in its two candidate buckets, CuckooIndex
can report it as non-existent. Similar as CuckooFilter [8],
the upper bound of the probability of a false fingerprint
hit is ϵ = 1 −

(
1− 1/2f

)2d ≈ 2d/2f , where 1 − 1/2f

is the probability that FP (key) does not collide with one
stored f -bit fingerprint, and

(
1− 1/2f

)2d
is the probability

lower bound that FP (key) does not collide with all stored
fingerprint in the two candidate buckets (there are at most 2d
stored fingerprints in the two candidate buckets). We can see
that when using ⩾ 14-bit fingerprints, the false positive error
of CuckooIndex is < 10−3 (Figure 8(b)).

We discuss the importance of the non-existent key iden-
tification functionality. 1) Accelerating illegal lookup (update
/ delete): Consider looking up a non-existent key. Existing
hashing indexes return a random location for key, and thus
still require reading one item key′ from slow memory and
comparing key with key′. By contrast, CuckooIndex can
directly identify and filter out key without accessing slow
memory. As discussed above, lookup time is dominated by the
communication RTT of accessing slow memory. Therefore,
CuckooDuo can significantly reduce the latency of negative
lookups (>20× as in Figure 10(f)). 2) Accelerating insertion:
Consider inserting an item e = ⟨key, value⟩. In practice, we
first need to check whether key has already been inserted. If
yes, we update its value; if not, we proceed with the standard
insertion process. Similarly, existing indexes require accessing
slow memory to determine whether key has been inserted. By
contrast, CuckooIndex can identify non-existent keys, allowing
the insertion process to be directly executed. This significantly
reduces the insertion latency of CuckooDuo by saving one
RTT to READ slow memory (∼2× as in Figure 10(a)).
Space overhead of CuckooIndex: We discuss the space
overhead of CuckooIndex and demonstrate that it only exceeds
the theoretical lower bound by about 2.5 bits per item (BPI).
As discussed above, CuckooIndex has ϵ ≈ 2d/2f false positive
error. Therefore, BPI of CuckooIndex is BPI = f/α =
(log2(1/ϵ) + log2(2d)) /α, where α is the load factor of
CuckooDuo. Recall that the theoretical space lower bound
of perfect hashing index is BPIP = 1.44α [14]. On the
other hand, the theoretical space lower bound of a filter is
BPIF = log2(1/ϵ) [65]. The space lower bound for a prefect
hashing index that also provides the functionality of filters is
BPI = BPIP+BPIF

1= 1.44α+log2(1/ϵ). We will see that
CuckooIndex with d = 8 can achieve nearly 100% load factor
(98.0% as in Figure 7(a)). When α ≈ 100%, CuckooIndex
with d = 8 has BPI ≈ log2(1/ϵ)+ log2(2×8) = log2(1/ϵ)+
4, which only exceeds the theoretical lower bound BPI =
1.44 + log2(1/ϵ) by about 2.5 BPI. Although exceeding the
theoretical optimum, CuckooIndex supports dynamic update
and deletion with O(1) time-complexity. By contrast, most
filters [65] and perfect hashing indexes [2], [66], [67] that

1BPI = BPIP + BPIF rather than BPI = max
{
BPIP , BPIF

}
because filter and perfect hashing index are independent with each other.
Prefect hashing index returns a random location for a non-existent key, which
provides no useful information for filters. Conversely, filter also provides no
information for perfect hashing.

approach the theoretical optimum can only be built on static
set, which limits their practicality. Actually, CuckooIndex has
the same structure as CuckooFilter [8], and thus has the same
space overhead (BPI ≈ log2(1/ϵ) + log2(2d)). However, the
original paper of CuckooFilter did not mention its potential
usage as an index. We believe that the additional log2(2d)
BPI space of CuckooFilter is underutilized. By exploring the
indexing functionality, CuckooIndex maximizes the value of
each bit in CuckooFilter and fully unlocks its potential.

We further discuss the performance of CuckooIndex under
different space overhead in Figure 8, showing that when
f ⩾ 14, the fingerprint collision rate is enough small for Cuck-
ooIndex to achieve high load factor and small insertion latency
and negative lookup latency. In our setting with 64-byte
keys/values and f = 16 bit fingerprints, the ratio of fast mem-
ory usage to slow memory usage is Mfast

Mslow
≈ 16

64×2×8 ≈ 0.016.
A recent RocksDB study from Meta reports that the average
key and value sizes are 27 bytes and 126 bytes [68], where
Mfast

Mslow
≈ 16

(27+126)×8 ≈ 0.013. Such a memory consumption
ratio can fit recent fast-slow tired memory systems [69].
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Fig. 4: Example of dual-fingerprint optimization.

C. Handling Fingerprint Collision
In previous subsection, we assumed the fingerprints of

different keys would not collide, which is unrealistic. This
subsection describes how to handle fingerprint collision. We
will theoretically prove that our solution can effectively reduce
the number of collided items by d/2f in § IV.
Naive solution: A naive solution is to insert the items with
fingerprint collision into the stash. When inserting a new item
with key, we first check whether FP (key) exists in its two
candidate buckets. If so, we retrieve the corresponding key′

with the matched fingerprint from CuckooVault. If key′ ̸=
key, we confirm that the new item is undergoing a fingerprint
collision, and insert it into the stash. This solution ensures
each inserted item has only one matched fingerprint in its two
candidate buckets. To lookup a key, we first lookup it in the
stash, and then lookup its fingerprint in candidate buckets.
As discussed in § III-B, the stash should be small enough
so as not to impact the space and speed of CuckooIndex.
Unfortunately, our results show that, to achieve 90% load
factor, there are > 3000 collided items to be stored in the
stash (Figure 6(a)), which is unacceptable. We further propose
the Dual-Fingerprint optimization to reduce the probability of
fingerprint collision and thus reduce the stash size.
Dual-Fingerprint optimization: The key idea is to change an-
other fingerprint hashing function for the items with fingerprint
collisions, and thus grant colliding item a second chance to be



inserted. Only when collision cannot be resolved by changing
fingerprint do we insert the colliding item into stash.

As shown in Figure 4, we use two hash functions FP1(·)
and FP2(·) to calculate fingerprints. For each bucket in the
first array of CuckooIndex (I1), we divide its d slots into two
parts (d = d1 + d2). For the first d1 slots (called primary
slots), we use the first fingerprint hash function FP1(·). For
the remaining d2 slots (called backup slots), we use the
second fingerprint hash function FP2(·). The fingerprints in
the backup slots will not be enqueued during BFS. In Figure 4,
we have d1 = 3 and d2 = 1. We stipulate that when conducting
fingerprint comparisons in lookup operation, fingerprints in
the backup slots have higher priority. That is, to lookup a
key, if its fingerprints FP1(key) and FP2(key) are both in
I1[h1(key)], we consider fingerprint FP2(key) in the backup
slot to be valid, and proceed to retrieve the item from its
corresponding slot in CuckooVault. In insertion operation, we
prioritize placing incoming keys into primary slots. Only when
all primary slots in both candidate buckets are full do we
insert the key into a backup slot. If, during insertion, we
discover that a fingerprint of the incoming key already exists
in one candidate bucket, we READ all keys in this bucket. If
we ascertain that a fingerprint collision has occurred between
the incoming key and an existing key, we make adjustments
between the keys in primary slots and backup slots in an
attempt to resolve the conflict. For example, if the incoming
key has a FP1 fingerprint collision in one primary slot, we try
to move one of colliding keys to a backup slot. As backup slot
has higher priority, we must ensure that the keys in primary
slots do not have FP2 fingerprint collisions with the moved
key. The results show that fingerprint adjustments happen very
infrequently (Figure 7(i)), but can effectively reduce stash size
from >3000 to <32 (Figure 7(g)) and improve load factor
from 40% to 99% (Figure 7(h)).
Example (Figure 4): When inserting key1, we find its fin-
gerprint already exists in a primary slot in I1[h1(key1)]. We
READ all keys in I1[h1(key1)], and ascertain key1 has FP1

collision with key3. Then we attempt to resolve collision
by making fingerprint adjustment in I1[h1(key1)]. We try to
insert FP2(key1) into backup slot under the premise of the
keys in primary slots do not have FP2 collision with key1.
We calculate FP2(key2), FP2(key3), and FP2(key4) to make
sure they do not collide with FP2(key1). Finally, we WRITE
the moved items to their destinations.

D. Dynamic Expansion
Background: When the table is full, KV store needs to expand
its size to accommodate larger dataset. Most existing solutions
expand table by moving items [9], [6], [5]. When the table is
full, they create a new table of the same size, and move nearly
half items to the new table. In the implementation of RACE
[9], this requires the client to sequentially read each bucket
in remote old table, judge which table each item belongs to
(by computing a hash value), and move corresponding items
by deleting them from the old table and writing them into
the new table. Recent MapEmbed [3] proposes a lazy-mode

expansion method based on memory copy. When the table
is full, MapEmbed registers a large table with twice size
and copies the old table into it twice following some rules.
Afterwards, MapEmbed deletes redundant items when their
buckets are first accessed. Additionally, MapEmbed also offers
an active-mode expansion, which also requires moving items
and is nearly identical to RACE. Next, we first introduce the
basic method to expand one CuckooDuo, and then combine
our method with extendible expansion [10] to amortize full-
table expansion time into sub-table expansions and smooth
space utilization during insertion process.
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Fig. 5: Illustration of dynamic expansion.
Basic expansion: The expansion of CuckooDuo is based on
memory copy, which supports any integer expansion ratio r.
To expand a CuckooDuo by r times, we first perform a copy
operation to copy each bucket array of CuckooIndex and Cuck-
ooVault by r− 1 times, and append the copied buckets to the
original array. For example, consider the first array in Cuck-
ooIndex I1[0], · · · , I1[m−1]. After memory copy, it becomes
I1[0], · · · , I1[r · m − 1] where I1[i], I1[m + i], · · · , I1[(r −
1) ·m+ i] (i ∈ {0, 1, · · · ,m− 1})) are identical. We modify
the two hash functions used for selecting candidate buckets
from h1(key) = H(key)%m and h2(key) = (h1(key) +
hash(FP (key)))%m to h′

1(key) = H(key)%(rm) and
h′
2(key) = (h1(key) + hash(FP (key)))%(rm). In this way,

after memory copy, each key still exists in its candidate
buckets because h′

1(key) = H(key)%(rm) ∈ {H(key)%m,
H(key)%m+m, · · · ,H(key)%m+ (r − 1)m}.

After memory copy, there exist redundant items in buckets.
CuckooDuo also offers two expansion modes: active-mode
and lazy-mode. 1) In active-mode, CuckooDuo immediately
checks all buckets to remove the redundant items after memory
copy. For each bucket I1[j], we READ all keys stored in
B1[j], calculate hash function to judge whether each key
should be stored in I1[j] by checking whether h′

1(key) = j.
If not, we remove its fingerprint FP (key) from I1[j] in
CuckooIndex. Thanks to the one-to-one mapping relationship
between CuckooIndex and CuckooVault, CuckooDuo does not
need to delete the actual item in remote CuckooVault like
MapEmbed [3], thus achieving nearly 2× smaller expansion
time (Figure 12(a)-12(c)). 2) In lazy-mode, CuckooDuo marks
each bucket with a 1-bit indicator (stored in local memory)
after expansion. Afterwards, every time a marked bucket I1[j]
is first accessed, we incidentally READ and check all items in it
and clean the redundant items as described above. Lazy-mode
further reduces the expansion time by 6.67× (Figure 12(d)).



Example (Figure 5(a)): We use an example to illustrate the
process of expanding a CuckooDuo by r = 3 times. For clarity,
we consider only the first bucket array I1/B1 with m = 2.
The expansion operation works by copying I1/B1 by 2 times,
resulting in r · m = 6 buckets in each array. Afterwards, to
clean the redundant items in I1[1] in active-mode (or when
it is first accessed in lazy-mode), we READ all keys in it and
check whether each key should be stored here. For key2, since
h′
1(key2) = 9%6 = 3, its candidate bucket becomes I1[3], so

we delete its fingerprint from I1[1]. As described above, we
do not delete the actual item in remote CuckooVault, which
will eventually be overwritten by subsequent inserted items.
Extendible expansion: Prior work [10] developed extendible
expansion to amortize the time of full-table expansion to
multiple sub-table expansions, and also smooth space uti-
lization during the insertion process (Figure 12(f)). Recently,
extendible expansion is widely used by numerous works on
KV store [9], [5], [6]. As shown in Figure 5(b), extendible
expansion works by maintaining a directory, which indexes
each item into a sub-table. When a sub-table is full, it is split
into two by creating a new sub-table and moving nearly half
items in it to the new sub-table [9]. The expansion procedure
of CuckooDuo can also work in this extendible manner. As
shown in Figure 5(b), we use CuckooDuo to replace the sub-
table in extendible expansion, which consists of a CuckooIn-
dex and a CuckooVault. The directory along with all Cuck-
ooIndexes are stored in fast memory, and all CuckooVaults
are stored in slow memory. Every time a CuckooDuo (sub-
table) is full, we split it into two CuckooDuos by performing
the memory copy operation as described in basic expansion.
Afterwards, we can either immediately read all buckets to
clean redundant items (active-mode), or clean redundant items
incidentally when their buckets are accessed (lazy-mode). Due
to page limitation, we describe the specific details in our sup-
plementary materials [58]. Our results show that CuckooDuo
works well under extendible expansion, achieving higher space
utilization than RACE [9] (Figure 12(f)-12(g)).
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(c) Dual-FP (f = 16)
(Thm IV.2)

(d) BFS (L = 1)
(Thm IV.3)

Fig. 6: Comparison of experimental and theoretical results.

IV. MATHEMATICAL ANALYSIS

We first analyze the probability of fingerprint collision
and theoretically demonstrate the effectiveness of our Dual-
Fingerprint optimization. Then we analyze the probability
of insertion failure. The detailed proofs are provided in our
supplementary materials [58]. We also validate our theoretical
results with experiments under the default setup in § V.
Analyses for fingerprint collision: We first derive the number
of fingerprint collisions in basic CuckooDuo in Theorem IV.1.

Then we derive the the number of unresolvable fingerprint col-
lision in CuckooDuo with Dual-Fingerprint in Theorem IV.2.
Our theoretical results show that Dual-Fingerprint optimiza-
tion effectively reduces the number of collided items by d/2f .

Theorem IV.1. Consider a basic CuckooDuo under the load
factor of α. Let Xα be the number of items failed to be
inserted into CuckooDuo due to fingerprint collisions. We have
E(Xα) ≈ 2md2α2/2f ⩽ 4md2α2/2f = O

(
md2α2

2f

)
.

Theorem IV.2. Consider a CuckooDuo with Dual-Fingerprint
optimization. Let X be the number of items failed to be
inserted into CuckooDuo due to fingerprint collisions. We have
E (X) ⩽ 4md(d+1)(d−1)

3·22f = O
(

md3

22f

)
.

Experimental analysis (Figure 6(a)-6(c)): Figure 6(a) shows
the number of items with fingerprint collision in basic Cuck-
ooDuo (Theorem IV.1). The theoretical results are highly
consistent with our experimental results, and there are thou-
sands of collided items in basic CuckooDuo, meaning that
basic CuckooDuo should use a large stash to hold these
items. Figure 6(b) and Figure 6(c) show the number of items
with unresolvable fingerprint collision in Dual-Fingerprint
CuckooDuo with f = 8 and f = 16 at 99% load factor. The
experimental results are always smaller than our theoretical
upper bounds. When f = 16, both the theoretical and
experimental number of collided items become smaller than
1, showing that the fingerprint collision rate is negligible.
Analyses for insertion failure: We derive the number of BFS
failures in Theorem IV.3 based on basic CuckooDuo. Our
conclusion can easily extend to Dual-Fingerprint CuckooDuo.

Theorem IV.3. Consider a basic CuckooDuo under the load
factor of α. Let Yα be the number of items failed to be
inserted into CuckooDuo due to BFS failure (i.e., the length
of kick-out path exceeds the predefined threshold L). We have

E (Yα) ≈ 2md
∫ α

0
β(r)2Σ

L
i=0di

1−β(r)2Σ
L
i=0

di
dr, where β(r) is the ratio of

full buckets under the load factor of r.

Experimental analysis (Figure 6(d)): Although we cannot
directly obtain the analytical solution of E(Yα) from Theo-
rem IV.3, we can give its numerical solution under a specific
setting by numerical simulation. Figure 6(d) shows the number
of items with BFS failure, where we set L = 1 to enhance the
failure chance to obtain clearer results. The theoretical results
are consistent with our experimental results, and the theoretical
and experimental results both remain 0 at <91% load factor.

V. EXPERIMENTAL RESULTS

Testbed, workloads, and setup: We run all experiments in
a testbed with two servers and one switch interconnected via
RDMA networks. More details can be found in supplementary
materials [58]. We use YCSB [70] to create request workloads
with 64-byte keys and 64-byte values. The KV-table has 30M
slots. We also conduct large-scale experiments with 1G table
size, and the results are in our supplementary materials [58].
We use YCSB to create a loading workload with 30M distinct
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Fig. 7: Impact of CuckooDuo’s parameters and design choices.

insert requests, which is used to load the KV-table to different
load factors. We create multiple 300K running workloads with
insert/lookup/update/delete (or hybrid) requests, which are
used for performance evaluation at different load factors. By
default, the lookup/update requests in the running workloads
follow default Zipfian distribution of θ = 0.99. The running
workloads contain only legal requests, meaning they will
not lookup/update/delete non-existent keys, nor insert existent
keys. Some experiments also use running workloads with
different ratios of illegal requests (Figure 11), or various
request modes and distributions (Table III). By default, we set
d = 8, f = 16, s = 32, L = 3, and enable Dual-Fingerprint
optimization (d1/d2 = 3/1).
A. Effect of Parameters and Ablation Studies
Impact of bucket size (d) (Figure 7(a)): We find larger bucket
goes with higher load factor. The load factor of CuckooDuo
is 90.0%/98.0%/99.7%/99.9% when d = 4/8/12/16. The
results validate that CuckooDuo should store multiple items
in one bucket to improve space utilization. We recommend
setting d = 8, as larger bucket offers negligible performance
gains, and could reduce speed and increase false positive error.
Impact of BFS-based insertion (Figure 7(b)-7(c)): We com-
pare the load factor and data movement of CuckooDuo with
our BFS-based insertion and traditional DFS-based insertion
(with maximum kick-out path length of 50). BFS-based/DFS-
based CuckooDuo has 98.0%/81.3% load factor, and 1.14/5.52
average data movement at the highest load factor. The results
validate that our BFS-based insertion design described in
§ III-B can significantly improve load factor and reduce
data movement compared to DFS-based insertion in standard
CuckooHashing [7]. This is because BFS-based insertion can
efficiently search for more feasible insertion solutions and
ensure to find the shortest kick-out path, and thus minimize
the chance of insertion failure and data movement.
Impact of BFS kick-out path length (L) (Figure 7(d)):
We evaluate the impact of BFS kick-out path length (L) on
load factor. When d = 8, CuckooDuo with L = 3 already
achieves 98.0% load factor. The results validate that a small
L is sufficient for our BFS to find feasible insertion solutions
and achieve high load factor. We recommend setting L = 3 to
avoid excessively long BFS search time.

Insert latency profiling (Figure 7(e)): We conduct a profiling
analysis on the insert latency of CuckooDuo, breaking it down
into the time spent on local device (including BFS search,
fingerprint collision adjustment, hash computation, etc.) and
network communication. At 90% load factor, the time spent
on local device and network communication are 0.71µs and
6.98µs. Overall, local time accounts for only 5%∼10% total
latency. This is because CuckooDuo uses small L to ensure
BFS search time remains short, and as a result, the insert
latency is mainly dominated by the number of RTTs (∼3.2µs
per RTT) in network communication. The results validate that
our BFS-based insertion in § III-B can perform very fast and
will not become the latency bottleneck.
Lookup latency profiling (Figure 7(f)): We conduct a pro-
filing analysis on the lookup latency, breaking it down into
the time spent on local device (including hash computation,
finding fingerprint in candidate buckets, checking stash, etc.)
and network communication, which are about 0.13µs and
3.29µs respectively. Overall, local time accounts for only 3.8%
total latency. Similar as insert latency, lookup latency is also
dominated by network communication (∼3.2µs per RTT).
The results validate that the computation and lookup process
in our double hashing based local CuckooIndex can perform
very fast, and will not become the latency bottleneck.
Impact of Dual-Fingerprint optimization (Figure 7(g)-7(i)):
We compare the number of items in stash and the load
factor of CuckooDuo before and after applying the Dual-
FP optimization. As shown in Figure 7(g), without Dual-FP
optimization, the number of items in stash grows quadratically
with the input scale, which is consistent with Theorem IV.1.
After using Dual-FP optimization, the number of items in stash
drastically decreases and always remains below 32. As shown
in Figure 7(h), when fixing s = 32, the Dual-FP optimization
improves load factor from 40% to 98%. We also evaluate
the number of FP adjustment under Dual-FP optimization in
Figure 7(i), indicating that fingerprint adjustments do not occur
frequently, and thus will not lead to excessive data movement.
These results validate that the Dual-FP optimization described
in § III-C can effectively reduce fingerprint collisions, and thus
significantly improve load factor with minimal data movement.
Impact of stash size (s) (Figure 7(j)-7(k)): We evaluate the
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impact of stash size on load factor and lookup latency. As
shown in Figure 7(j), a small stash of s = 32 can already
improve the load factor from 90.1% to 97.1%. As shown in
Figure 7(k), lookup latency is not affected by stash size. This
is because our stash is small enough to fit in CPU cache,
allowing for very fast query speed. We recommend to set s =
32 because this small stash is sufficient for high load factor
and does not impact lookup speed. These results validate that
the stash mechanism described in § III-B-III-C can effectively
improve load factor without affecting speed.
Impact of fingerprint length (f ) (Figure 8): We evaluate the
performance of CuckooDuo under different fingerprint length
(f ). As shown in Figure 8(a), when f < 14, larger f goes
with higher load factor because of fewer fingerprint collisions.
When f ⩾ 14, load factor no longer increases with f because
of small fingerprint collision rate, and at this point, load factor
is limited by bucket size d. Figure 8(b) shows the relationship
between CuckooIndex’s false positive error and f , which is
consistent with the theoretical analysis in § III-B. Figure 8(c)
shows the lookup latency, where lookup set has 90% non-
existent keys. The lookup latency decreases with the increase
of f because of smaller error rate in filtering negative keys.
Figure 8(d) shows the insert latency, where all keys in the
insert set are non-existent keys. Similarly, the insert latency
also decreases with the increase of f . However, when f ⩾ 14,
the lookup/insert speed no longer significantly improves with
increasing f , as the error rate is already very low. These
results validate that our CuckooIndex can effectively identify
non-existent keys, thereby enhancing lookup/insert speed by
reducing unnecessary accesses to remote memory as described
in § III-B. We recommend setting f = 16 to simultaneously
attain high load factor and small filter error. Additionally, the
16-bit aligned memory addresses at this setting also allow for
hardware optimizations like SIMD [71].

B. Comparison with Prior Art
We compare CuckooDuo with three KV-stores: MapEmbed

[3], RACE [9], and TEA [17]. To ensure a fair comparison,
we implement these KV-stores in our testbed and use RDMA
doorbell batching [72] to maximize their performance at our
best. We set bucket size d = 8 for all solutions. We use a large
stash (s = 8192) for TEA to improve its load factor, and the
other solutions use a small stash s = 32. The other parameters
of the baseline solutions are set according to their papers.
Insert properties (Figure 9): As shown in Figure 9(a),
CuckooDuo has the highest load factor thanks to its BFS-
based insertion and Dual-FP optimization. When d = 8, the
load factor of CuckooDuo, MapEmbed, RACE, and TEA are
98.1%, 90.0%, 92.9%, and 69.2%. As shown in Figure 9(b),

(a) Load factor (b) # RTTs per insert
(latency)

(c) # Accessed Items
per insert (bandwidth)

Fig. 9: Comparison of insertion properties.

CuckooDuo has the fewest number of RTTs, which is 1 under
<70% load factor and at most 2. As described in § III-B,
this is because the one-to-one design ensures CuckooDuo can
find the location of empty slot or the slots on kick-out path
without accessing remote memory. Therefore, the insertion can
be accomplished with 1 RTT of directly WRITE the empty
slot (at low load factor), or worst-case 2 RTTs of READ
and WRITE the slots on the kick-out path. By contrast, other
solutions require at least 2 RTTs (one to READ bucket status
and another to WRITE). At high load factor, the number of
RTTs of MapEmbed and TEA increases due to more item
movement. As shown in Figure 9(c), CuckooDuo achieves
minimal item accessing, thus minimizing bandwidth overhead.
As describe above, CuckooDuo nearly does not need to read
items in remote memory under <70% load factor. By contrast,
other solutions need to read remote memory at the granularity
of entire buckets, and thus have large item accessing volume
determined by bucket size. Additionally, the item movement
procedure of MapEmbed and RACE at high load factor also
increases their item accessing. We also evaluate the number
of memory access and item movement during insertion, and
the results are shown in our supplementary materials [58].
Latency (Figure 10(a)-10(f)): 1) Insert latency (Fig-
ure 10(a)): The latency results are consistent with the RTT
results in Figure 9(b) (∼3.2µs per RTT), which again validates
insert latency is dominated by the number of RTTs in network
communication rather than local computation time. The insert
latency of CuckooDuo remains about 3.55µs under <70% load
factor, at least half of the others. At 90% load factor, the insert
latency of CuckooDuo grows to worst-case 6.98µs (2 RTTs),
while that of MapEmbed and RACE are 30.1µs and 7.85µs.
The latency improvement (1.9∼6.2×) is not proportional to
bandwidth improvement (9.0∼18.5× in Figure 9(c)) because
many accesses to remote memory can be executed concur-
rently. For example, prior works can access the d items in
a bucket with one memory access, thus requiring only one
RTT. Additionally, the RDMA batch mechanism used in our
implementation also further optimizes the speed of prior work.
2) Lookup latency (Figure 10(b)): Although all solutions take

1 RTT for lookup, CuckooDuo has smaller lookup latency
than others (0.10∼0.92µs) because of less bandwidth usage
(Table I). 3) Update latency (Figure 10(c)): Similarly, all
solutions take 2 RTTs for update. CuckooDuo has smaller
update latency than others (0.30∼0.91µs) because of less
bandwidth usage (Table I). 4) Delete latency (Figure 10(d)):
The delete latency of CuckooDuo is ∼3.2µs (1 RTT), at least
2× smaller than others. This is because under the one-to-
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Fig. 10: Comparison of latency (LT) and throughput (TP) with prior solutions.

one mapping design, CuckooDuo can only delete fingerprint
in local CuckooIndex without deleting the actual item in
remote memory, thus reducing one WRITE RTT. 5) Latency
with illegal requests (Figure 10(e)-10(f)): We evaluate the
insert/lookup latency on running workloads containing illegal
requests at 70% load factor. As the ratio of non-existent keys
increases from 0% to 100%, the insert latency of all solutions
varies from their update latency to insert latency at 70% load
factor (Figure 10(e)). CuckooDuo always has the smallest
insert latency because both its update latency and insert latency
at 70% load factor are smaller than others (Figure 10(a)-10(c)).
As the ratio of non-existent keys increases from 0% to 100%,
the lookup latency of CuckooDuo drops from 3.41µs to 0.17µs
(Figure 10(f)), whereas that of the others remains unchanged.
This is because CuckooIndex can identify non-existent keys,
thus avoiding many unnecessary accesses to remote memory.
Throughput (Figure 10(g)-10(j)): We implement the multi-
threading version of CuckooDuo and the other works using
the RW-lock mechanism described in § III-B. The throughput
results are consistent with the latency results in Figure 10(a)-
10(d). As the number of threads increases by 2×, the speed
improves by 1.6∼1.8×. The reason for this disparity is the
concurrency control mechanism incurs extra overhead.
Latency in bandwidth-limited setting (Figure 10(k)-10(l)):
To better highlight the advantages of CuckooDuo, we con-
duct experiments in a bandwidth-limited setting with 10×
smaller NIC port bandwidth and 16× larger key/value length
compared to the default setting. Under this bandwidth-limited
setting, CuckooDuo demonstrates a more significant speed
improvement with 6.1∼17.6× smaller insert latency and
3.0∼9.8× smaller lookup latency than the other works. We
provide more details about the bandwidth-limited setting and
more experimental results in supplementary materials [58].
Performance under the same fast memory size (Figure 11):
As shown in Table I, the index structure of CuckooDuo
requires 13∼16 bits per item (BPI) of local memory. By
contrast, MapEmbed uses smaller index (0.5∼4 BPI). RACE
and TEA do not use index. To ensure a fair comparison,
we compare the performance of all works under the same

fast memory size. Following existing KV stores that prioritize
fast memory as a cache [18], [27], we add an 8-way set-
associative LRU cache to each candidate work. We ensure
that the total size of fast memory is 65MB for all works
by varying their cache sizes (Mfast

Mslow
≈ 0.017). For example,

CuckooDuo uses a 60MB CuckooIndex and 5MB cache. This
setting of simultaneously using a cache and an index in fast
memory has been widely used by recent works [24], [25].
As shown in Figure 11(a), as the ratio of illegal lookups
(non-existent keys) increases, CuckooDuo’s lookup RTT drops
from 0.63 to nearly 0, while that of the other works increases
from 0.61 to 1. This is because CuckooIndex can identify and
filter out non-existent keys, whereas non-existent keys only
incur more cache misses for the other works. Figure 11(b)
shows CuckooDuo always has the smallest bandwidth thanks
to the perfect hashing property of CuckooIndex. Figure 11(c)
shows the lookup latency, which follows the same trend as the
RTT results in Figure 11(a). Even when there are no illegal
lookups, CuckooDuo still has slightly smaller latency because
of smaller bandwidth. In summary, with the same fast memory
size, CuckooDuo still achieves better lookup speed, especially
when there are many illegal lookup requests. We will present
more results on various hybrid workloads later. Although the
cache cannot improve insert/delete speed, we can see that it
indeed effectively reduces the lookup latency of CuckooDuo
(from 3.3µs in Figure 10(b) to 2.2µs). Thus, it is a promising
design for CuckooDuo to use both CuckooIndex and a small
cache in fast memory like prior KV stores [24], [25].

(c) Lookup latency(b) # accessed items
per lookup (bandwidth)

(a) Number of RTT
per lookup

Fig. 11: Performance under the same fast memory size.
Performance under more workloads (Table III): We con-
duct experiments on more workloads with various request
modes and distributions. We use YCSB to create running
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Fig. 12: Dynamic expansion performance of CuckooDuo and comparison with existing expansion methods.

workloads with two request modes: YCSB-A (with 50%
lookups and 50% updates), and YCSB-D (with 95% lookups
and 5% inserts); and four request distributions: zipfian with
θ = 0.99 and θ = 0.90, uniform, and latest. We provide
the CDFs of these workloads in our supplementary materi-
als [58]. The results show CuckooDuo achieves consistently
smaller latency than others under various workloads. We
also evaluate the latency under the same fast memory size
(65MB) setting described above (Mfast

Mslow
≈ 0.017), where

CuckooDuo also achieves the smallest latency. The cache in
fast memory reduces the latency of all works under skewed
request distributions (zipfian, latest), with greater improvement
as the skewness increases. We also evaluate the performance
under hybrid workloads with different lookup/insert ratios, and
the results are presented in our supplementary materials [58].
TABLE III: Latency (µs) under different request modes and distributions at
50% load factor (“CD” refers to “CuckooDuo”, “ME” refers to “MapEmbed”).

Workload w/o cache w/ cache (fast/slow=0.017)
Mode Dist. CD ME RACE TEA CD ME RACE TEA

YCSB-A
L50% U50%

zipf-0.99 4.91 5.04 6.39 5.27 4.38 4.52 5.61 4.66
zipf-0.90 4.95 5.09 6.41 5.27 4.78 4.93 6.12 5.06
uniform 4.97 5.12 6.42 5.27 5.00 5.19 6.47 5.33

latest 4.85 4.98 6.38 5.23 4.06 4.18 5.15 4.33

YCSB-D
L95% I5%

zipf-0.99 3.42 3.74 5.07 3.89 2.35 2.62 3.39 2.66
zipf-0.90 3.41 3.76 5.08 3.89 3.06 3.36 4.40 3.43
uniform 3.46 3.77 5.09 3.92 3.50 3.89 5.14 3.98

latest 3.35 3.66 5.03 3.88 1.84 2.09 2.68 2.11

C. Performance of Dynamic Expansion

We evaluate the performance of CuckooDuo during expan-
sion and compare it with MapEmbed [3] and RACE [9]. We
organize the memory in remote server into many small chunks.
Rather than pre-allocating enough memory for future insertion
requests like RACE [9], we only allocate one small memory
chunk in the initialization stage to build a small table. This
is because in practice, we cannot predict the size of future
workloads, and pre-allocating excessively large memory can
lead to space waste. Every time an expansion is triggered, local
server establishes a TCP connection to notify remote server
of the expansion ratio. In response, remote server allocates an
appropriate number of memory chunks based on the expansion
ratio and performs corresponding expansion operations.
Expansion time (Figure 12(a)-12(e)): We break down the
expansion time (with 2× expansion ratio) into the follow-
ing components: the time spent on memory registration,
memory copying (CuckooDuo and MapEmbed-lazy), cleaning
redundant items (CuckooDuo), moving items (RACE and
MapEmbed-active), and other overhead (including local com-
putation time and communication time etc.). The active-mode
expansion of CuckooDuo takes 4s to expand a 30M table
(Figure 12(a)), which is about 2× faster than RACE (Fig-
ure 12(b)) and active-mode MapEmbed (Figure 12(c)). This

is because active-mode expansion time is dominated by the
time spent on accessing remote memory. CuckooDuo removes
redundant items by modifying only local CuckooIndex, and
thus only needs to READ remote memory. By contrast, RACE
and MapEmbed need to modify remote memory to move
items, and thus require sequential READ and WRITE to remote
memory. The lazy-mode expansion of CuckooDuo takes only
0.6s to expand a 30M table (Figure 12(d)), which is 6.67×
smaller than the active-mode. The expansion time of lazy-
mode CuckooDuo is 1.18× smaller than lazy-mode MapEm-
bed (Figure 12(e)), because CuckooDuo only copies the table
once, whereas MapEmbed requires two copies, thus needs 2×
memory registration and copy time. Finally, we notice that
the memory registration time is short (0.16s to register a 30M
KV table), accounting for only 1/4 of CuckooDuo’s lazy-mode
expansion time and 4% of its active-mode expansion time.
Space utilization (Figure 12(f)-12(g)): We evaluate the space
utilization of CuckooDuo (w/ and w/o extendible expansion)
and RACE (w/ extendible expansion) during insertion process.
In Figure 12(f), we compare CuckooDuo’s basic expansion
(with 2× expansion ratio) and extendible expansion (with 300
and 3000 sub-table sizes). The load factor fluctuates between
50% and 96%. For basic expansion, the load factor is halved
after each expansion. By contrast, using extendible expansion
with small sub-tables can smooth the load factor curve.
In Figure 12(g), we compare the extendible expansion of
CuckooDuo and RACE (with 300 sub-table size). During the
insertion process, CuckooDuo has higher space utilization than
RACE due to its higher single-table load factor (Figure 9(a)).

VI. CONCLUSION
This paper presents an extendible RDMA-based remote

memory KV store called CuckooDuo. The key design is to
build a dynamic perfect hashing index called CuckooIndex in
fast memory, and store the KVs in a cuckoo hash table called
CuckooVault in slow memory, which has one-to-one mapping
with CuckooIndex. We theoretically and empirically validate
our solution achieves high load factor, fast speed, and small
bandwidth. We hope our one-to-one mapping design and our
dual-fingerprint adjustment idea could inspire future KV stores
and and future fingerprint-based hashing indexes.
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